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Figure 2. Normalization methods. Each subplot shows a feature map tensor, with N as the batch axis, C' as the channel axis, and (H, W)
as the spatial axes. The pixels in blue are normalized by the same mean and variance, computed by aggregating the values of these pixels.
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* Kautz, “Cellular Logic-in-Memory Arrays”, IEEE TC 1969

IEEE TRANSACTIONS ON COMPUTERS, VOL. C-18, NO. 8, AUGUST 1969

Cellular Logic-in-Memory Arrays
Startup plans to embed processors
in DRAM

WILLIAM H. KAUTZ, MEMBER, IEEE

October 13, 2016 // By Peter Clarke
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« DRAM channel, DIMM, rank, chip, bank, column/row decoder
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Reference: Prof. Onur Mutlu’s computer architecture course
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Control Interface »  DDR4 Interface
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Instruction |
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(WRAM) Ly : \ % Data Transfer
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« UPMEM PIM-DIMMZERFEER;
+ APIM-DIMM%3 it 7 M3z 9 IR kit == 8]
- ZUE(ENBEserial, parallelfI Rzt
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CPU-DPU serial CPU-DPU parallel CPU-DPU broadcast
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N & o

Table 4. Evaluated CPU, GPU, and UPMEM-based PIM System:s.

Process Processor Cores Memory
System = = TDP
Node Total Cores Frequency Peak Performance | Capacity Total Bandwidth
Intel Xeon E3-1225 v6 CPU [106] | 14 nm 4 (8 threads) 3.3 GHz 26.4 GFLOPS* 32GB 37.5 GB/s 73 W
NVIDIA Titan V GPU [192] 14 nm | 80 (5,120 SIMD lanes) 1.2 GHz 12,288.0 GFLOPS 12 GB 652.8 GB/s 250 W
2,556-DPU PIM System 2X nm 2,556’ 350 MHz 894.6 GOPS 159.75 GB 1.7 TB/s 383 W'
640-DPU PIM System 2X nm 640 267 MHz 170.9 GOPS 40 GB 333.75 GB/s 96 W'
*Estimated GFLOPS = 3.3 GHz X 4 cores X 2 instructions per cycle.
i ; _ Total DPUs .
Estimated TDP = #/chi[: x 1.2 W /chip [52].
mCPU  HIGPU 640DPUs 12556 DPUs | mcPU mGPU 620 DPUs
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Samsung’s PIM-HBM
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TABLE VI: Microbenchmark.

HBM

Name GEMYV Dim. Name ADD Dim.

GEMV1 1k x 4k ADD1 2M SIV-HBM

GEMV 2 2k x 4k ADD?2 4M i

GEMV3 4k x 8k ADD3 8M 0% 20% 40% 60% 80% 100% 120%

GEMV4 | 8k x 8k ADD4 | 16M ° ° ° ° ° ° °

@m Cell @m Decoder/LocalBus mDRAM die GlobalBus mBuffer die + External
5.3
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©
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Hardware Architecture and Software Stack for PIM Based on Commercial DRAM Technology, ISCA 2021 <15>



Samsung’s PIM-HBM

- Data Interleaving [AJRR:

. ¥¥Felementwise Rif, interleaving A3Mit

BER

+ XWFGEMVERNHA, NEEEFEREFE

HIEHE

- {EHIRIRE IR :
+ PIMitEfHostitEXEMAIEpipeline

» Zcubefgbank#HXZ, MMERFFIBEE(R

 #liEReplica AR

- PAGEMV 735, Host EEEMESE {"bank EANGA
- PIM[ESBEENEIEREE, FEHostiH{Tig%k

TIEEH REHE

u“'u.,r »
NIECE R

Gios PEKING UNIVERSITY

Addressing 128-bytes

row (3b) | column (2b) | bank (1b) |channel (1b)| offset (5b)
(a) Sample address map
Channel 0 Channel 1
k0 Bank 1 Bank 0 Bank 1

a2 a6 al0 al4

a3 a7 al1 a5

£iRinterleaving

£k duplicate

(b) Data placement of vector a and b (allocated to 128-bytes aligned address)

<16 >




FRiTE

- EFRVREALIS AENUERTENEFERTE
- BERTENREREXBIRER, JSBEEIEMRENRZE

Vi = \%\ .\Lh\ inputs / Wweights
outputs
G G12 ;ih\ A (ibalh e / P

[V1 v, V3] G21 Gzz 623‘=[[1 I, 13]

V, = G331 G3; Gs3
G21 G2 ;72/3%\

vV, == . N
) :hj\ }h‘ . ERIHEAETILRASRAM, DRAM. Flash
il 33 =L e
oL

EE'*E@EE %%3#@ <17 >



TN »
CATRO) ;]t A J, ,\?
» 2
: 5 5Lz

§92

PEKING UNIVERSITY

IRFRT S EIGEIIEE

- BEUERVTEEEmIGLA Tk :

- ADC/DACHYFFsHERA
o RSAEIBIEAM, BIANIR drop, stuck-at faults, SESHEESE

Register

Register

1%
& | &
4 8 | S
‘ 3 8 9
o] 6
© 4 3
£ 2 E
4 0 =2

e : ' 0.8 e
@ Ne L 0.4 «\oﬁ"‘“
Wnu W€
mbe‘so‘«\a

Ow 7/
Wof
. 0.4 0.6 0.8 .

Normalized voltage distribution

IR Drop

(a) Energy breakdown. (b) Area breakdown. s

SVSGHM ARETITE



A RO G500 502

s PEKING UNIVERSITY

- IREIFERITEEEmIGLATHE :
- ADC/DACHIFFHEERK
« RZIEIBIEURL, BIANIR drop. stuck-at faultsS
- HIRRIGIR. WIEERE
- FEIRFE, GIARIERS. FEHNEBIRIEES > IABRIERZAKN T EEBNHRER

MNIST test acc.

o
-

- ' ' ' O < 100 -ﬂi » e
> | Gchange = G — G,,, B . 6 - -§- 300K ~—
8§, .| ! g le Normalized G = o |z 90{ -4 350¢
Q . g Y " ©
c —
O S . S 80+
~ Z oo o]
-.o- 02 :_ 0.03 B o .® < : :
5]
)
o2 e ®e. o CIFAR-10 test acc.
@ 0.1 2 0.021 *e ] = 100
S / o ®ee e
< 0 * é 0.01 - > 907 i e s
0 1 2 3 4 0 1 2 3 4 g - -$- 300K
me ) 10 G . (S) 10 g —$— 350K

10-2 107 100
BEBEH REHE Frequency (GHz) <19 >



Sy »
N e 75

PEKING UNIVERSITY

(AFRIESRIIRAELLA

« MIT Vivienne SzefHA&ZZFFISCA 2023
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Tanner Andrulis et al., RAELLA: Reforming the Arithmetic for Efficient, Low-Resolution, and Low-Loss Analog PIM:
No Retraining Required!, ISCA 2023
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Tanner Andrulis et al., RAELLA: Reforming the Arithmetic for Efficient, Low-Resolution, and Low-Loss Analog PIM:
No Retraining Required!, ISCA 2023
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